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* Many senarios
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* Recommendations can be as diverse as:
— Products in e-commerce shops
— Articles, infographics, and slide decks from brand publishers
— News articles from media outlets
— Brochures from different insurance types
— Online educational materials for university students and alumni

e Target: people engaging with information and brands online.

Preferences
(rating, purchasing,
browsing...)

ltem Information User Information
(keyword, gene...) (gender, age, ...)

Data source

Recommendation
engine
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Demography-based

Gender:

Age: .
Occupation: g like
e User A =

e
=D . A

Data Mining Lab

Traditional Recommendation @ I

Content-based

— like
User A = A
e

User B Rk lik _A

- cience, fiction

Love, romatic

Collaborative filtering

A principle behind collaborative filtering
assumes that consumers are likely to enjoy
items similar to those they’ve already
purchased or downloaded, etc. It then
follows that they will also demonstrate
similar patterns and take actions consistent
with the people that they are “the most
like.”

Social based recommendation,

Hybrid recommendation
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Some technologies for CF @ I

* Neighborhood methods

— By computing the relationships between items or, alternatively,
between users. (euclidean distance or jaccard distance or others.)

e Latent factor models ~ matrix factorization

— By characterizing both items and users on, say, 20 to 100 factors
inferred from the ratings patterns. #,, = pTq;
(py is the latent factor of user u, and g; is the latent factor of item i)

)

min Z(l”w- -q; p,)" + M‘Wi‘f + Hpu

% %
7P (u,i)ex

The Color Purple

Escapist
The -oriented neighborhood method. Joe likes the three

Flgure 1. The user-
movies on the left. To make a prediction for him, the system finds similar
e

Figure 2. A simplified lllustration of the latent factor approach, which
characterizes both users and movies using two axes—male versus female

and serlous versus escapist.
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Heterogeneous (information)network @ P

Author
7
is written writes
is published L uses
Venue | Paper |_ | Term
=~ P T,
publishes is used
(a.) Heterogeneous net- (b) Network schema cites
work of movie data

Key elements:
r Author

multiple entities(node type)
multiple relations(edge type)
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* The nature of recommendation can be considered as link prediction in
(heterogeneous) network.

Users ltems
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Recommendations with/in HIN @ R

* Two categories:
— Recommending items for users with heterogeneous information.

inemato

M-A-M

l M-D-M
S

MM 7| M-T-M

7 H

(a) IMDb Network Schema

— Recommending for entities in heterogeneous information network.
Eg:

MovieNet Relevance Recommendation % Semantic Recommendation
Entities: Key Words: Iron Man Search| |
Movie: 1589 .
Actor: 5324 Movie Type
Type: 112 1: Iron Man @0.8106 - 1: Superhero @0.0968
Director: 551 2: Batman @0.3273 [E] | |2 Animation @0.0674 =
25 k @0.3168 3 X
4: 74 @0.3077 4
5:El 5 @0.0639
6: Die Hard ©0.3053 6 Action @0.0635
7: The Abyss @0.3047 7: Thriller @0.0629
8: Training Day @0,3030 8: Crime @0.0589
3 9: Lethal Weapon @0.2998 9: Fantasy @0.0379
Relations: 10: The Bank Job @D.2988 v 10: Comedy @0.0372
Mavie-Actor: 1 I} I <
13180 I =
PRI D Actor | Director
962 =
Mavie Type: 1: Bill Smitrovich @0.36509
6087 2: Leslie Bibb @0.2352
3: Shaun Toub @0.2013
4; Robert Downey Jr. @0.1532
5: Jeff Bridges @0.1294
6: Terrence Howard @0.1232

(b) Relevance recommendation
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Heterogeneous information @ T

* Social relationship of users
* Social/Interest membership of users
* Profile network of items

* How to fuse these heterogeneous information?



Fusing technology @ R

Regularization

.friends have similar preference.

Ig}iipzcui (P — quyi)2 T ﬂ(z

CMF(collective matrix factorization)

X

u

Vi

2j+ﬂ,

. Every entity has its latent factor.(take three entities as example)

an}illzcui(pm_xjyif'l'ﬂ‘(z 2+Z 2)_'_
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X
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Vi
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u

Combining above two factors also makes good recommendation
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* Regularization

local consistency(two similar items with high similar score are more
likely to share similar low-rank representation)

mingyellY * (R - UVT)||F+AO(||U||F+||V||F)+— EZG:S(”IIV ill, + 2211613

* Seperate MF(seperate matrix factorization)

. Every similarity matrix can help constructing a new rating matrix. And
has 1ts latent factor

; pa) _ (q)
el e2 e3 1 € & el e2 e3 R S
el 1.5
ul 1 urf 5111 .4 A ( ) A( ) N( )
215|114 |= .
w2 | X o a1 U,V ):argmmUVHRq —
e3 41 ’ F
R 5
E : (D17 ()T
Figure 2: User preference diffusion with meta-path based item r (ul ’ €. ) H ® U V
similarity matrix g=1

Similar procedure for users.
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o CGFEHEAEIND FFUHAE 2] H) & About community detection, we can use the
idea of CMF(collective matrix factorization). J& [H X & IiX 1~ Emulti-
view nmH AR —FERY . {HIZ U1 2R Mlatent factor ) £ i 25 RIS
o, 5 55 o

»  (user-item fEf7 ) HEFF AP T ZEXT R User Hitem, 24 Hij i) /515 KAR 2
M—DTTTHAT: BAAE Biuser ) W25 B R BIHERE, ZAG)
item [ X 2515 2R GBI A2 75 A LRI 5] AP S Bk ? (L%
iﬂaéé{&ﬁ?’:_:' jéU[ = SyuRurSy )
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Fusing technology(cont.) @ s

* fusing user and item information simultaneously with preference diffusion.

11 12 13

U1l U2 I 12 I3 I1 12 I3
11| 1 5

ull 1 | .5 U1 1 u1l-251 1 | .5

X X 12 1 —

uz| 51 U2 1 vzl 5] 5|1

3] .5 1
Up) R, W(q;) UW.j)

Fig. 1. preference diffusion process for method 3 with a toy example

* Regularization:fusing user and item information simultaneously via

flexible regularization. : 2
exible regularization g —i o Zrerro S4Us
m n Save = - : Y it S
: 1 T i=1 el 05
mlll'/lﬁ(R, U, V):EZZIU(RU_UlVJ ) m o m
U, i1 j—1 Regha = D > SHIU = UjlI”.
" ﬁ =1 =1
—{——Regi”.{ oy —I‘Qegi.Z . Zfefﬁ( /) SIfo )
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ave Sl Y
| el Ly =
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n n

Regly = > > SEIVi - VjI*.

i=1 j=1
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* Factorization vs. Regularization: Fusing Heterogeneous Social
Relationships in Top-N Recommendation

— IR E &, E X friendshipf& B Fmembershipfs S 21T fil
&1, CMFRl& membershlp, Regularizationf@ & friendship, A4
X Tuser(s B Mitem(E &, XPE A H E = AFNH . A2

BA LA al AR FERERNBEXMAMEE . (FELKRE
qulE)

tban: HregiiGuser(s &, HIEMES A Eitem s B .

R@ — RS@ fg:i(g o R
’ q

argmin,, ,
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Formalize recommendation as a ranking problem in heterogeneous network.

@ f’“"‘usr qur(l}) /\ «— A Y — / \
~ Vr | - v Vr
creﬂehﬂv \ / v\\\ ‘!1} /) '}_GY‘ \)\_ /
{ annotﬁte o g P s \ o
Resource (R) (f;,\\ \\ r'g /
“‘\ Calegun ©) Resource (R) . VU .'
creale mcollect ""\, 4 / ﬁrq_
bel{m;:, e d @ - &, i | o &
is friend o, €, /
shaie ta ("alt:gor\ (© belnng to 2 <
F 4 9

collect User (1) "'J
S—sa Gs

annotate

£ A 4
Figure 1. A common social network Figure 2. A formalized heterogeneous graph
- . T
— global importance score: s, =ax E+(1-a) Z/’LXYM Sy
AyyeA

 — relevance score: P(q|0)H( 0 )Y (fwo)}a): o]

language model i< o 9 of +v

— Eg.:Recommendation of categories and users when browsing a
category.
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In Heterogeneous Network @ ——

 (@Global Relevance Measure

1
[O(s|Ba)[ (2] Ra)

HeteSim(s,t|RioReo---0 R;)) =

|O(s|Ry)| [1(¢|Ry)]

Z Z HeteSim(O;(s|R1),1;(t|R;)|Rao-- 0 Rj—1)
g=7 =1
(1)

where O(s|R1) is the out-neighbors of s based on relation
R1, and I(t|R;) is the in-neighbors of t based on relation R;.

N
Sim(A4,B) =) w, - HeteSim(A, B|P,)
i=1
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o FMMSH ISR 2Er A e RY RCMFE. BIXF T 2% 0 RS SE
R, EHEAE H OB —Matent factor. 2R )5 F) FH O %0 W 2% o0 14 3% 240
SESEAT AN 43, Hidb.  (HSZ S5 multi-view nmfie —F£11)) .

— 15 F/latent factor/, XJ /B HR I AN SEAA HE 4T BE S P B AT
— #ilin: DBLP#E(#EH, Hauthor, paper, term, venue Y ZE5Z4K,
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Some common problems @ I

* The position of weighted for different similarity matrices
* The selection of meta path still needs expert's experience.
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 USER information VS. ITEM information
— transform into similarity matrix
— original heterogeneous relation matrix
* Regularization , diffusion, CMF
— Two regularization
* average-based
* individual-based
— Three preference diffusion methods
* single user diffusion
* single item diffusion

* both user and item diffusion



References

[

2]

Robin Burke, Fatemeh Vahedian, and Bamshad Mobasher. Hybrid recom-
mendation in heterogeneous networks. In International Conference on User
Modeling, Adaptation, and Personalization, pages 49-60. Springer, 2014.

Mohsen Jamali and Laks Lakshmanan. Heteromf: recommendation in het-
erogeneous information networks using context dependent factor models.
In Proceedings of the 22nd international conference on World Wide Web,
pages 643-654. ACM, 2013.

Yehuda Koren, Robert Bell, Chris Volinsky, et al. Matrix factorization
techniques for recommender systems. Computer, 42(8):30-37, 20009.

Hanbit Lee and Sang-goo Lee. Style recommendation for fashion item-
s using heterogeneous information network. Info Recommender Systems

(RecSys), Volume, Page, 2015.

Chuan Shi, Xiangnan Kong, Philip S Yu, Sihong Xie, and Bin Wu. Rel-
evance search in heterogeneous networks. In Proceedings of the 15th In-

ternational Conference on Extending Database Technology, pages 180-191.
ACM, 2012.

Chuan Shi, Jian Liu, Fuzhen Zhuang, S Yu Philip, and Bin Wu. Inte-
grating heterogeneous information via flexible regularization framework for
recommendation. Knowledge and Information Systems, pages 1-25, 2016.

@

Data Mining Lab



References

7]

8]

9]

10]

11]

Chuan Shi, Zhigiang Zhang, Ping Luo, Philip S Yu, Yading Yue, and Bin
Wu. Semantic path based personalized recommendation on weighted het-
erogeneous information networks. In Proceedings of the 24th ACM Interna-
tional on Conference on Information and Knowledge Management, pages

453-462. ACM, 2015.

Chuan Shi, Chong Zhou, Xiangnan Kong, Philip S Yu, Gang Liu, and Bai
Wang. Heterecom: a semantic-based recommendation system in hetero-
geneous networks. In Proceedings of the 18th ACM SIGKDD internation-
al conference on Knowledge discovery and data mining, pages 1552—-1555.
ACM, 2012.

Xiao Yu, Xiang Ren, Quanquan Gu, Yizhou Sun, and Jiawei Han. Col-
laborative filtering with entity similarity regularization in heterogeneous
information networks. IJCAI HINA, 2013.

Xiao Yu, Xiang Ren, Yizhou Sun, Bradley Sturt, Urvashi Khandelwal,
Quanquan Gu, Brandon Norick, and Jiawei Han. Recommendation in het-
erogeneous information networks with implicit user feedback. In Proceed-
ings of the Tth ACM conference on Recommender systems, pages 347-350.
ACM, 2013.

Quan Yuan, Li Chen, and Shiwan Zhao. Factorization vs. regularization:
fusing heterogeneous social relationships in top-n recommendation. In Pro-
ceedings of the fifth ACM conference on Recommender systems, pages 245—
252. ACM, 2011.

@

Data Mining Lab



References

[12]

[13]

Bangzuo Zhang, Shulin Tang, Zongming Ying, Yongjian Cai, Guiping Xu,
and Kun Xu. A novel recommendation algorithm based on heterogeneous
information network similarity and preference diffusion. In International
Conference on Web-Age Information Management, pages 53—64. Springer,
2015.

Jing Zhang, Jie Tang, Bangyong Liang, Zi Yang, Sijie Wang, Jingjing Zuo,
and Juanzi Li. Recommendation over a heterogeneous social network. In
Web-Age Information Management, 2008. WAIM’08. The Ninth Interna-
tional Conference on, pages 309-316. IEEE, 2008.

@

Data Mining Lab



